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ABSTRACT: This paper is about a novel data hosting scheme which integrates two key functions desired, based on com-
prehensive analysis of various state-of-the-art cloud vendors. A company starts paying for consulting before even buying 
the software, and continues to pay for services (or hire IT staff) throughout the life of the software. The total cost of ser-
vices for selection, implementation, maintenance and support ranges from 40% to 100% of the cost of software.The paper 
proposes and implement, a novel, efficient, and heuristic-based data hosting scheme for heterogeneous multi-cloud envi-
ronment. It accommodates different pricing strategies, availability requirements, and data access patterns. It selects suita-
ble clouds and an appropriate redundancy strategy to store data with minimized monetary cost and with high possibility  
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INTRODUCTION: Cloud computing and 
storage solutions provide users and enterprises 
with various capabilities to store and process 
their data in third-party data centres. It relies 
on sharing of resources to achieve coherence 
and economies of scale, similar to a utility (like 
the electricity grid) over a network. At the 
foundation of cloud computing is the broader 
concept of converged infrastructure and 
shared services. 
  With cloud computing, multiple users 
can access a single server to retrieve and up-
date their data without purchasing licenses for 
different applications. In the shift from on-
premises software to cloud computing, IT 
teams are still paying consulting and support 
fees that may be unnecessary. That's about to 
change.  Businesses seem to have accepted that 
cloud computing leads to lower IT costs, and 
it’s true that many companies experience some 
savings in switching to the cloud. Yet, the total 
cost of ownership for most is still up to 50% 
more than it should be.  Here’s why. Compa-
nies still assume that the software buying and 
deployment process is the same for cloud and 
on-premises products. They persist with the 
old model and end up paying for consulting 
and support services that are redundant or 
available for free.  
  The great variety of commercial cloud 
products ensures a better fit out-of-the-box, 
which means implementation costs go down. 
In fact, several cloud providers don’t charge 
any implementation fees. Cloud apps are 
ready in days, sometimes hours. True cloud 
providers don’t charge for maintenance and 
support. They operate on a subscription model 
and, because they want you as a long-term 
customer, they will probably spend time and 
effort to keep your company happy. Choosing 

the right provider helps avoid maintenance 
and support costs altogether.  

The basic principle of multi-cloud (da-
ta hosting) is to distribute data across multiple 
clouds to gain enhanced redundancy and pre-
vent the vendor lock-in risk, The “proxy” 
component plays a key role by redirecting re-
quests from client applications and coordinat-
ing data distribution among multiple clouds. 
 The system proposes and implements 
a novel, efficient, and heuristic-based data 
hosting scheme for heterogeneous multi-cloud 
environments. It accommodates different pric-
ing strategies, availability requirement, and 
data access patterns. It selects suitable clouds 
and an appropriate redundancy strategy to 
store data with minimized monetary cost and 
guaranteed availability. 
 
PROPOSED SCHEME: 

In proposed system, the system pro-
poses an economic data hosting scheme with 
high possibility in heterogeneous multi-cloud. 
It intelligently puts data into multiple clouds 
with minimized monetary cost and guaranteed 
availability. 

The system combine the two widely 
used redundancy mechanisms specifically, i.e., 
replication and erasure coding, into a uniform 
model to meet the required availability in the 
presence of different data access patterns. 

Then the system designs an efficient 
heuristic-based algorithm to choose proper 
data storage modes (involving both clouds and 
redundancy mechanisms).  It accommodates 
different pricing strategies, availability re-
quirements, and data access patterns. 

It selects suitable clouds and an ap-
propriate redundancy strategy to store data 
with minimized monetary cost and guaranteed 
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availability. It keeps monitoring the variations 
of pricing policies and data access patterns, 
and adaptively triggers the transition process 
between different data storage modes. It also 
starts a data migration process among differ-
ent clouds if necessary. Workload Statistic 
keeps collecting and tackling access logs to 
guide the placement of data. It also sends sta-
tistic information to Predictor which guides 
the action of SMS.  

Data Hosting stores data using repli-
cation or erasure coding, according to the size 
and access frequency of the data.  SMS decides 
whether the storage mode of certain data 
should be changed from replication to erasure 
coding or in reverse, according to the output of 
Predictor.  

Data Hosting and SMS are two im-
portant modules in this system. Data Hosting 
decides storage mode and the clouds that the 
data should be stored.  We explain detail work-
ing in modules, that is, when and how many 
times should the transition be implemented. 
 
 
MODULES: The major modules involved in     
implementing this system are: 

• Data Hosting 
• Storage Mode Switching (SMS) 
• Workload Statistic 
• Workload Predictor 
• Performance Evaluation 

 

Data hosting: Data Hosting decides storage 
mode and the clouds that the data should be 
stored in. We first formally define the mathe-
matical model applied in Data Hosting. When 
talking about erasure coding, we usually mean 
m > 1 (not replication). However, replication is 
a special case of erasure coding (i.e., m = 1). So 
we combine the two storage mechanisms and 
define a unified model. 
 
Storage Mode Switching: when the read fre-
quency of the file drops below or increases 
above a certain value, changing storage mode 
can save more money. The value is determined 
by the prices of clouds. Given the available 
clouds including their prices and availability, 
we can figure out the storage mode and the 
selected clouds with the input of file’s size and 
read count. However, it does not mean we 
should change the storage mode once a file’s 
storage mode crosses the boundary, because 
the transition of storage mode also generates 
cost, which is definitely not negligible. 
 
Workload statistics: Workload Statistic keeps 

collecting and tackling access logs to guide the 
placement of data. It also sends statistic infor-
mation to Predictor which guides the action of 
SMS. 
 
Predictor: Predictor is used to predict the fu-
ture access frequency of files. The time interval 
for prediction is one month, that is, we use the 
former months to predict access frequency of 
files in the next month. 
 
Performance Evaluation: Different types of 
data may require different availabilities For 
example; backup data usually requires rela-
tively low availability, while documents in 
work folders demand high availability. The 
experiments prove the effectiveness in this 
scenario, since it performs best for various 
availabilities. However, a more complicated 
use case is that the availability is varying with 
the access frequency of data.  

For example,” hot” data may demand 
high availability while “cold” data does not 
have that strict requirement. In order to show 
that it can also naturally adapt to this scenario, 
we run the two traces and assign different 
availabilities to the files according to their ac-
cess frequency. More specifically, in our exper-
iments 3 read requests a month is the bounda-
ry between high (99.99999%) and low (99.99%) 
availabilities. In order to avoid switching back 
and forth frequently, when the frequency 
drops below 1 request a month we change the 
availability from high to low, and when the 
frequency rises above 5 requests a month, the 
availability is changed from low to high. Set-
ting these threshold values is reasonable since 
there is no strict boundary between different 
availabilities. The other schemes also use the 
same way to switch the availability. 

 
System Architecture 
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Heuristic algorithm of data placement 
 

 
 
Working procedure for data hosting: 

 A user would select a file that has to be uploaded 
to the cloud server; user would also select the mode of stor-
age by selecting the rack number and the data centre node. 
If the selected rack and data node has enough space to store 
the data, then the cloud server would allow you to store, 
else the cloud server response with a message that tells the 
space is not available. Same thing works with retrieval of 
file from cloud.  
Data flow and control flow diagram of the scheme 

 
 
REDUNDANCY MECHANISM 
Replication:  replicas are put into several clouds, and a 
read access is only served by the “cheapest” cloud that 
charges minimal for out-going bandwidth and GET opera-
tion.  

Erasure coding: It is widely applied in storage system. It is 
used for reducing storage consumption. Data is encoded 
into n blocks including m data blocks and n-m coding 
blocks, and these blocks are put into n different clouds. 
Storage  mode of 3 replicas.  The data is lost when all 3 
node crash. 
 
 CONCLUSION 

 This paper proposed a cost effective Multi-cloud 
data scheme for reduce IT maintenance cost. One of the 
most concerns, when moving services into clouds, is capital 
expenditure. This paper proposed this scheme for address 
that problem. It guides customers to distribute data among 
clouds cost-effectively. To reduce monetary cost, it applies 
this technique at the cloud storage level, which avoids ven-
dor lock-in efficiently and reduces the cost of switching 
cloud vendors. And moves a step further that taking data 
access pattern into consideration, but it does not consider 
different redundancy mechanisms. Cloud Foundry is an 
open platform as a service, providing a choice of clouds, 
developer frameworks, and application services. It becomes 
much faster and easier to build, test, deploy, and scale ap-
plications. The other one is that operation cost in the proto-
type experiments is higher than that in the simulations. It 
keeps monitoring the variations of pricing policies and data 
access patterns, and adaptively triggers the transition pro-
cess between different data storage modes. It also starts a 
data migration process among different clouds if necessary. 
The evaluation proves the efficiency of this scheme.  
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